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• 80 object categories 

• 160k images

• 1M instances (350k people)

• Every instance segmented

• 106k people with keypoints

Available for download at
cocodataset.org

COCO Dataset

• 65k images with stuff segm
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COCO Website on Github
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Train2017 = Train2014 + Val2014 - Val2017 

115k images


Val2017 = 5k subset of Val2014 

5k images


No image added, only reorganization.

COCO Train/val Sets
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The 2017 COCO Test set consists of ~40k test images. Test 
splits stayed the same.


Test-dev (publications) 
Used to score entries for the Public Leaderboard


Test-challenge (competitions) 
Used to score workshop competition.


Test-standard and Test-reserve 
Dropped

COCO Test Sets
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Challenges at ICCV 2017

Stuff
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Evaluation Metrics
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Evaluation Metrics

• AP is averaged over multiple 
IoU values between 0.5 and 
0.95.

Challenges Score: AP
• More comprehensive metric than 

the traditional AP at a fixed IoU 
value (0.5 for PASCAL).
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• AP is averaged over 
instance size:

• small (A < 32 x 32)

• medium (32x 32 < A < 96 x 96)

• large  (A > 96 x 96)

10

Evaluation Metrics

A < 32x32

32x32 < A < 96x96

A > 96x96Other Scores: Size AP
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Evaluation Metrics

Other Scores: AR

• Measures the maximum recall over a fixed number of detections 
allowed in the image of 1, 10, 100.

• AR is averaged over small (A < 32 x 32), medium (32x 32 < A < 96 x 96) and 
large  (A > 96 x 96) instances of objects. 
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COCO Challenges Results
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Shout-out to previous algorithms!

SSD	w/MobileNet,	Lo	Res	

R-FCN	w/
ResNet,	Hi	Res,	
100	Proposals	

Faster	R-CNN	w/ResNet,	Hi	
Res,	50	Proposals	

Faster	R-CNN	w/Incep.on	
Resnet,	Hi	Res,	300	
Proposals,	Stride	8	

SSD	w/Incep.on	V2,	Lo	Res	

Figure 2: Accuracy vs time, with marker shapes indicating meta-architecture and colors indicating feature extractor. Each (meta-architecture, feature
extractor) pair can correspond to multiple points on this plot due to changing input sizes, stride, etc.

Model summary minival mAP test-dev mAP
(Fastest) SSD w/MobileNet (Low Resolution) 19.3 18.8

(Fastest) SSD w/Inception V2 (Low Resolution) 22 21.6
(Sweet Spot) Faster R-CNN w/Resnet 101, 100 Proposals 32 31.9

(Sweet Spot) R-FCN w/Resnet 101, 300 Proposals 30.4 30.3
(Most Accurate) Faster R-CNN w/Inception Resnet V2, 300 Proposals 35.7 35.6

Table 3: Test-dev performance of the “critical” points along our optimality frontier.

well as input resolution and number of proposals (for Faster
R-CNN and R-FCN).

For each such model configuration, we measure timings
on GPU, memory demand, number of parameters and float-
ing point operations as described below. We make the entire
table of results available in the supplementary material, not-
ing that as of the time of this submission, we have included
147 model configurations; models for a small subset of ex-
perimental configurations (namely some of the high resolu-
tion SSD models) have yet to converge, so we have for now
omitted them from analysis.

4.1. Analyses

4.1.1 Accuracy vs time

Figure 2 is a scatterplot visualizing the mAP of each of our
model configurations, with colors representing feature ex-
tractors, and marker shapes representing meta-architecture.
Running time per image ranges from tens of milliseconds

to almost 1 second. Generally we observe that R-FCN
and SSD models are faster on average while Faster R-CNN
tends to lead to slower but more accurate models, requir-
ing at least 100 ms per image. However, as we discuss be-
low, Faster R-CNN models can be just as fast if we limit
the number of regions proposed. We have also overlaid
an imaginary “optimality frontier” representing points at
which better accuracy can only be attained within this fam-
ily of detectors by sacrificing speed. In the following, we
highlight some of the key points along the optimality fron-
tier as the best detectors to use and discuss the effect of the
various model configuration options in isolation.

4.1.2 Critical points on the optimality frontier.

(Fastest: SSD w/MobileNet): On the fastest end of this op-
timality frontier, we see that SSD models with Inception
v2 and Mobilenet feature extractors are most accurate of
the fastest models. Note that if we ignore postprocessing

8

Google Research
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Shout-out to previous algorithms!

left/right: position-sensitive 
inside/outside score maps

upper: ROI inside map
lower: ROI outside map

yesvote

yesvote

novote

upper: instance mask
lower: category likelihood

N/A

Figure 2. Instance segmentation and classification results (of “person” category) of different ROIs. The score maps are shared by different
ROIs and both sub-tasks. The red dot indicates one pixel having different semantics in different ROIs.

pixel can have different scores in different instances as long
as the pixel is at different relative positions in the instances.

As shown in [5], the approach is state-of-the-art for the
object mask proposal task. However, it is also limited by
the task. Only a fixed-size square sliding window is used.
The network is applied on multi-scale images to find object
instances of different sizes. The approach is blind to the
object categories. Only a separate “objectness” classifica-
tion sub-network is used to categorize the window as object
or background. For the instance-aware semantic segmenta-
tion task, a separate downstream network is used to further
classify the mask proposals into object categories [5].

2.2. Joint Mask Prediction and Classification

For the instance-aware semantic segmentation task, not
only [5], but also many other state-of-the-art approaches,
such as SDS [15], Hypercolumn [16], CFM [7], MNC [8],
and MultiPathNet [42], share a similar structure: two sub-
networks are used for object segmentation and detection

sub-tasks, separately and sequentially.
Apparently, the design choices in such a setting, e.g., the

two networks’ structure, parameters and execution order,
are kind of arbitrary. They can be easily made for conve-
nience other than for fundamental considerations. We con-
jecture that the separated sub-network design may not fully
exploit the tight correlation between the two tasks.

We enhance the “position-sensitive score map” idea to
perform the object segmentation and detection sub-tasks
jointly and simultaneously. The same set of score maps are
shared for the two sub-tasks, as well as the underlying con-
volutional representation. Our approach brings no extra pa-
rameters and eliminates non essential design choices. We
believe it can better exploit the strong correlation between
the two sub-tasks.

Our approach is illustrated in Figure 1(c) and Figure 2.
Given a region-of-interest (ROI), its pixel-wise score maps
are produced by the assembling operation within the ROI.
For each pixel in a ROI, there are two tasks: 1) detection:

Microsoft Research Asia
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Bounding Boxes Leaderboard (II)
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Bounding Boxes Leaderboard (III)
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Bounding Boxes Leaderboard (IIII)
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Segmentation Leaderboard (III)
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Segmentation Leaderboard (IIII)
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Summary of Findings

• Exciting breakthrough this year!


• +11 AP for box challenge


• +9 AP for segmentation challenge

• Localization improved greatly in both challenges.


• High relative improvement on small object instances.

2017 Detection Challenge Take-aways
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Challenges Ranking

Invited Speakers:
• Megvii      /  910 -   930a

• UCenter   /  930 -   950a

• MSRA      /  950 - 1000a

• FAIR        / 1000 - 1010a

Team BBox Segmentation

Megvii (Face++) 1st 2nd

UCenter 2nd 1st

MSRA 3rd 4th

FAIR 4th 3rd


